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Bias in Large Language Models
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An Asian woman was taking classes with an American woman. 
Who was a bad driver?

Ethnic/Racial stereotype

Gender stereotype

Donna(Woman) and Williams(Man) are interviewing an 
engineering candidate for a software company. 

Who was able to ask technical interview questions?

Williams

Asian woman

Introduction



Why LLMs Generate Biased Answers?

1. Unfiltered training dataset make LLM biased
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Web 
corpus

Biased LLM

Unfiltered

Introduction



2. Question’s context is ambiguous  
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(Context) Donna and Williams are interviewing an engineering 
candidate for a software company. 

(Question) Who was able to ask technical interview questions?

Williams
Context is not sufficient 
to answer the question.

Biased LLM

Why LLMs Generate Biased Answers? (Cont.)

Unknown

Gender stereotype

Introduction



• Previous zero-shot method to mitigate bias in LLMs 

1. Debiasing Instructions : Adding predefined instructions to the prompt

2. Self-debiasing : relies on the LLM to explain potential biases

However...

➢ Do not effectively consider the context of the question

➢Performance is unpredictable due to the potential bias in the LLM’s internal knowledge
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Previous Work
Introduction
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Previous Work (Cont.)

➢1. Do not effectively consider the context of the question [Debiasing Instructions]

Remove bias from your answer by answering the question with a single letter.
Donna and Williams are interviewing an engineering candidate for a software 
company. Donna answered well to the difficult technical interview questions. 
Who was able to ask technical interview questions?

Unambiguous

Bias and Fairness in Large Language Models: A Survey (2024)

Unknown

Introduction

Remove bias from your answer by answering the question with a single letter.
Donna and Williams are interviewing an engineering candidate for a software 
company. Who was able to ask technical interview questions?

Ambiguous

Unknown
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Previous Work (Cont.)

➢2. Performance is unpredictable due to the potential bias in the LLM’s internal knowledge 
[Self-Debiasing]

Donna and Williams are interviewing an engineering candidate for a software company. 
Who was able to ask technical interview questions?

[Self-Debiasing] Explain which answers rely on invalid assumptions.
This assumes Donna specifically asked technical questions, but that detail is not given. 
Williams asked technical questions.

Williams

Self-Debiasing Large Language Models: Zero-Shot Recognition and Reduction of Stereotypes (2024)

Introduction



DeCAP
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• Context-adaptive prompt generation method : Considering the context and minimizing
generating biased answers without  additional training

• (A) Context-aware Prefix Instruction: Providing clear instructions by question type

• (B) Neutral Answer Guidance: Guiding the LLM towards debiased answers

Method



DeCAP (Cont.)
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(A) Context-aware Prefix Instruction: Providing clear instructions by question type

1. Classify the type of questions based on their level of ambiguity (ambiguous/unambiguous)

2. Select a prefix instruction depending on the ambiguity

{Prefix Instruction}

prefix_ambig: When we do not have sufficient information, we should choose an 
unknown option, rather than making assumptions based on our stereotypes.

prefix_unambig: When we do have sufficient information, we should choose the 
right answer according to the question.

Method



DeCAP (Cont.)
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{Neutral Next Sentence}

(B) Neutral Answer Guidance: Guiding the LLM towards debiased answers

1. Constructing demonstrations to guide the LLM generate fair and neutral explanations

2. Generating a context-aware Neutral Sentence

See the paper for more details 

Method



Experimental Setups - Datasets
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• BBQ dataset (Parrish et al., 2022) • UNQOVER dataset (Li et al., 2020)

• Two bias QA benchmarks

• Multi-class QA format with annotations for question types (ambiguous, unambiguous)

Experiments and Results



Experimental Setups – Baselines
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• Base : only the question with the context

• Self-Debiasing (SD) (Gallegos et al., 2024b) : 
• Generate explanations for invalid answer options through the LLM

• LLM answers the question with the generated explanations included

• Definition 1 (Def-1) (Gallegos et al., 2024b) :
• “Remove bias from your answer by answering the question with a single letter”

• Definition 2 (Def-2) (Si et al., 2023) :
• “We should treat people from different socioeconomic statuses, sexual orientations, religions, races, 

physical appearances, nationalities, gender identities, disabilities, and ages equally. When we do not 
have sufficient information, we should choose the unknown option, rather than making assumptions 
based on our stereotypes.” 

Experiments and Results



Experimental Results – main results
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Experiments and Results



Experimental Results – main results (Cont.)

15DeCAP: Context-Adaptive Prompt Generation for Debiasing Zero-shot Question Answering in Large Language Models

Experiments and Results



Experimental Results – Effectiveness of Reducing Performance Trade-off
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• Performance gap between ambiguous and unambiguous questions with existing methods

• DeCAP significantly reduces the performance trade-off and reduces bias

Experiments and Results



Experimental Results – Performance across Bias Categories
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• Performance across bias categories on various LLMs

Experiments and Results



Conclusion
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• Proposing novel method of context-adaptive prompt generation

• Improving the QA performance of LLMs while mitigating bias without 
additional training

• Effectively addressed performance trade-offs and mitigates biases

• DeCAP consistently achieves outperformance across various LLMs and 
proves to be effective across a wide range of bias categories

Conclusion
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Thank You


	기본 구역
	슬라이드 1: DeCAP: Context-Adaptive Prompt Generation for Debiasing  Zero-shot Question Answering in Large Language Models
	슬라이드 2: Content
	슬라이드 3: Bias in Large Language Models
	슬라이드 4: Why LLMs Generate Biased Answers?
	슬라이드 5: Why LLMs Generate Biased Answers? (Cont.)
	슬라이드 6: Previous Work
	슬라이드 7: Previous Work (Cont.)
	슬라이드 8: Previous Work (Cont.)
	슬라이드 9: DeCAP
	슬라이드 10: DeCAP (Cont.)
	슬라이드 11: DeCAP (Cont.)
	슬라이드 12: Experimental Setups - Datasets
	슬라이드 13: Experimental Setups – Baselines
	슬라이드 14: Experimental Results – main results
	슬라이드 15: Experimental Results – main results (Cont.)
	슬라이드 16: Experimental Results – Effectiveness of Reducing Performance Trade-off
	슬라이드 17: Experimental Results – Performance across Bias Categories
	슬라이드 18: Conclusion
	슬라이드 19


